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ABSTRACT

A large-batch training with data parallelism is a widely adopted ap-
proach to efficiently train a large deep neural network (DNN) model.
Large-batch training, however, often suffers from the problem of
the model quality degradation because of its fewer iterations. To
alleviate this problem, in general, learning rate (Ir) scaling methods
have been applied, which increases the learning rate to make an
update larger at each iteration. Unfortunately, however, we observe
that large-batch training with state-of-the-art Ir scaling methods
still often degrade the model quality when a batch size crosses a
specific limit, rendering such Ir methods less useful. To this phenom-
enon, we hypothesize that existing Ir scaling methods overlook
the subtle but important differences across “layers" in training,
which results in the degradation of the overall model quality. From
this hypothesis, we propose a novel approach (LENA) toward the
learning rate scaling for large-scale DNN training, employing: (1) a
layer-wise adaptive Ir scaling to adjust Ir for each layer individually,
and (2) a layer-wise state-aware warm-up to track the state of the
training for each layer and finish its warm-up automatically. The
comprehensive evaluation with variations of batch sizes demon-
strates that LENA achieves the target accuracy (i.e., the accuracy
of single-worker training): (1) within the fewest iterations across
different batch sizes (up to 45.2% fewer iterations and 44.7% shorter
time than the existing state-of-the-art method), and (2) for training
very large-batch sizes, surpassing the limits of all baselines.
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Figure 1: The architecture of a large-batch training with data
parallelism.

1 INTRODUCTION

With the recent breakthroughs in deep learning (DL) [5, 6, 11, 19,
27, 34, 36], many web-based applications have adopted DL tech-
niques to improve the quality of their services. In order for web-
based applications to continuously provide high-quality services,
it is important to efficiently learn a large amount of “web-scale"
data generated from users [31, 39]. Training a large deep neural
network (DNN) model with web-scale data, however, is very time-
consuming, often taking several days or weeks despite using compu-
tational accelerators such as GPUs [5, 11, 36]. To speed up such train-
ing, a large-batch training with data parallelism has been widely
adopted [1, 2, 7, 8, 12, 14, 23, 32, 37, 38, 44-46]. Figure 1 shows
the process of a large-batch training with data parallelism, where
a large amount of data (i.e., large batch) is split and processed by
multiple workers at once. Then, the gradients computed by workers
are averaged and used to update a DNN model. Thus, as the number
of workers increases, the amount of data processed at each itera-
tion increases proportionally, thereby reducing the total number of
iterations (and time) in training.

However, if the reduction of the iterations is too severe for a
model to converge, it is likely to degrade the quality of the learned
model [12, 17, 28]. This problem may become more serious as the
batch size increases and the number of iterations decreases, thereby
having fewer chances to update gradients toward convergence.
As such, it should be addressed to fully exploit the gain of large-
batch training. To compensate for fewer iterations in large-batch
training, in general, learning rate (Ir) scaling methods have been
applied [12, 20, 41-43]. Ir scaling increases the learning rate to boost
each gradient update to be larger. For example, the linear Ir scaling
method [12], the most widely used one, increases Ir linearly as the
batch size increases. Although the linear scaling method was suc-
cessfully applied in several tasks (e.g., 8k of a batch size in ResNet-50
training on ImageNet-1k), it often causes significant degradation of
the model quality or even divergence in larger scales [12, 40, 43].

On the other hand, some prior works [20, 21, 29, 40] take into
account the variance of gradients in large-batch training. In [29, 40],
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Figure 2: The relationship between the model quality and
gradient variance in large-batch training with AdaScale [20]
(B indicates the total batch size).

it is shown that the efficiency of scaling large-batch training im-
proves when the variance of gradients is higher, which indicates
that the variance of gradients can be an important factor to be con-
sidered for reliably increasing the scale of large-batch training. In
particular, AdaScale [20], a state-of-the-art Ir scaling method, adap-
tively adjusts Ir depending on the variance of gradients computed
by workers at each iteration. For instance, it increases Ir almost
linearly under high gradient variance, but rarely increases Ir under
low gradient variance. In this way, AdaScale successfully achieved
the high quality of models across many large-batch sizes in various
machine learning tasks, outperforming the linear scaling method.
Despite its success, however, our preliminary experiment showed
that the quality of the learned model by AdaScale still degraded
when the batch size crossed a specific limit (e.g., 16k of the batch
size in the training of ResNet-18 on CIFAR-10, see Figure 2(a)).

Motivated from this phenomenon, we take one step further for
understanding the meaning of the gradient variance in large-batch
training. Generally, the gradient variance tends to increase as the
model gets trained (see Figure 2(b)), which indicates that the gradi-
ents computed from different batches of data are becoming more
diverse from each other. This tendency implies that the information
that the model aims to train from each data batch becomes more
unique as the model gets trained better. Therefore, we can estimate
how well the current model has been trained so far (i.e., state of
the training) by using the variance of gradients at each iteration.
Figure 2 shows the relationship between the model quality and the
gradient variance for training with different large-batch sizes.

On the other hand, the parameters of a DNN model have their
own role and the information to capture from data is not equal
across layers [3, 4]. Therefore, we hypothesize that “during the
training of a DNN model, the state of the training can vary across
layers". To verify our hypothesis, we conducted another preliminary
experiment for comparing the gradient variances of parameters
per layer, and observed that the gradient variance tends to vary
across layers and such a difference grows as the batch size gets larger
(see Figure 3 for details). Based on this observation, we posit that
the potential cause of the model quality degradation in existing Ir
scaling methods is to overlook the subtle but important differences
across layers in training. Then, for addressing this issue, we propose
a novel approach toward Ir scaling for large-scale DNN training,
named as Layer-wise adaptivE learning rate scaliNg and wArm-
up (LENA), that employs (1) a layer-wise adaptive Ir scaling that
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adjusts Ir for each layer individually, depending on its gradient
variance, and (2) a layer-wise state-aware warm-up that tracks
the training state for each layer and determines its endpoint of
warm-up automatically.

Through comprehensive experiments, we demonstrate that LENA
always achieves the target accuracy (i.e., the accuracy of single-
worker training): (1) within the fewest iterations across variations
of batch sizes (up to 45.2% fewer iterations and 44.7% shorter time
than the existing state-of-the-art gradient variance-based method
(AdaScale)), and (2) for training with very large-batch sizes, sur-
passing the limits of existing state-of-the-art methods. To the best
of our knowledge, this is the first work to successfully scale up the
large-batch training to these limits. We also verify that each of our
layer-wise strategies significantly improves the model quality in
large-batch training. The main contributions of this work are as
follows:

o Identifying the cause of the degradation in the model quality
in existing Ir scaling methods - i.e., overlooking the differ-
ence across layers in training of a DNN model.

e Proposing a novel approach to Ir scaling for large-batch train-
ing, LENA, by employing a layer-wise adaptive Ir scaling and
state-aware warm-up to effectively address the difference
across layers.

e Comprehensive evaluation validating the effectiveness of
LENA in large-batch training, successfully achieving the high
quality of models within fewest iterations in training, with
very large-batch sizes up to X128 larger than the case of
single-worker training.

2 RELATED WORK
2.1 Large-Batch Training with SGD

In this work, we consider the following problem:

min > flw,x), (1)
weRd |X] rex

where w is the set of model parameters, X is the training dataset,
and f(w,x) is the loss function of the parameters w given data
samples x. To solve the problem represented in Eq 1, we consider
SGD as an optimization algorithm. Let w; be the model parameters
at iteration ¢. Then, w; is updated iteratively by the following rule:

=N V), @)

Wiyl =Wt — N Gts Gt = ﬁ
x€B

where g; is the gradient computed at iteration ¢, B is a batch sampled
from X, and 7 is the learning rate.

As the sizes of models [5, 11, 34, 36] and datasets [9, 26, 30, 33]
increase, this iterative process requires more time. To accelerate
this process, therefore, a large-batch training with data parallelism
increases the total amount of data, B, processed at each itera-
tion by having multiple workers process them in parallel as illus-
trated in Figure 1. In the case of training with n workers, each
worker i samples a batch b from X and computes its gradient
ggl) = ﬁ Yxeb Vf(wg, x), and then the gradients computed by
n workers are averaged, § = % P ggl) . Finally, the model w; is
updated by applying the averaged gradient, wyr1 = wy — 17 - gs.
Therefore, as the number of workers increases, the larger amount
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Figure 3: Observation: the gradient variance tends to vary across layers and such a difference grows as the batch size gets larger.

of data (B = n - b) is processed at each iteration and the fewer
number of iterations is required in training (T, = T1/n, where Ty
the number of iterations in the case of single-worker training).

2.2 Learning Rate Scaling

However, if the number of iterations in training is reduced too
excessively (thus, too small number of iterations for a model to
converge), it may lead to degradation of the quality of the trained
model Goyal et al. [12], Jain et al. [17], Ma et al. [28]. To compensate
for this shortage of iterations in large-batch training, therefore,
learning rate scaling methods have been proposed [12, 16, 20, 35, 41—
43], which increases the learning rate (Ir) to make each update larger.
In a large-batch training, the goal of Ir scaling is to train a model
with the quality, as good as the quality of single-worker training (i.e.,
target accuracy), with fewer iterations (thus faster). Formally, given
the model w, dataset X, and n workers, let F(w, x)(l) and F(w, x)(”)
be the results of single-worker training and multi-worker (i.e., large-
batch) training, respectively. Then, the goal of Ir scaling is defined
as follows.

F(w, x)V ~ F(w, x)®) 3)

Fixed Ir scaling methods increase Ir as the batch size increases
for training [10, 12, 18, 24, 25, 41-43]. The square root Ir scaling
multiplies Ir by the square root of the increase of the batch size [15,
25]. For example, when the batch size is multiplied by 4, it multiplies
Ir by 2. The linear scaling [12], the most widely used one, multiplies
Ir by k when the batch size increases by k times. The model trained
with fixed scaling methods, however, tends to fluctuate steeply in
the early stage of training. To alleviate this problem, Ir warm-up
is often applied [12]. It gradually increases Ir from a small value
such that Ir reaches the target value at a specific epoch (e.g., the
first 5.5% of training epochs). The fixed scaling with the warm-up
method was successfully applied in several tasks; however, it often
causes significant degradation of the model quality [12, 20].

To alleviate the problem of fixed scaling, then, adaptive scaling
methods were proposed to adaptively adjust Ir as the training pro-
gresses [41-43]. You et al. [41, 43] adjust Ir based on the ratio of
the parameter value and the gradients computed at each iteration.
You et al. [42], that was proposed for the large-batch training for
LSTM models, increases the period of warm-up in proportion to
the batch size. Some works [18, 20, 21, 29, 40] consider the gradi-
ent variance for Ir scaling in large-batch training. In [29, 40], it
is shown that the gradient variance is a crucial factor to consider
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for reliably scaling large-batch training. AdaScale [20], a state-of-
the-art Ir scaling method, estimates the state of the training by
using gradient variance and adaptively adjusts Ir depending on the
variance of gradients computed by workers at each iteration (i.e.,
called the gain ratio). For instance, it increases Ir almost linearly
in case of high gradient variance, but rarely increases Ir in case of
low gradient variance. In this way, AdaScale successfully achieved
the higher accuracies than those of the linear scaling method in
various machine learning tasks [20].

3 THE PROPOSED METHOD: LENA

In this section, we first introduce our observations on the important
feature in the training of DNN models, and point out the limita-
tions of existing Ir scaling methods based on our observation. To
overcome the limitations, then, we propose a novel Ir scaling ap-
proach for large-scale DNN training, named as Layer-wise adaptivE
learning rate scaliNg and wArm-up (LENA).

3.1 Layer-Wise Ir Scaling

As we explained in Section 1, inspired by [3, 4], we hypothesize
that “during the training of a DNN model, the state of the training
can vary across layers." To verify our hypothesis, we trained the
ResNet-18 model [13] with four different batch sizes on the CIFAR-
10 dataset [26] and measured the gradient variance of parameters
per layer. Figure 3 shows the results where the x-axis represents the
training epoch and the y-axis represents the gradient variance. We
observe that the gradient variance of parameters tends to vary across
layers, and such differences get larger as the batch size increases. This
observation indicates that the status of the training of parameters
could be different depending on layers and their differences get
larger in larger-batch training.

Based on this observation, we closely look into the existing state-
of-the-art gradient variance-based method (i.e., AdaScale) [20]. The
existing method adjusts Ir based on the gradient variance of param-
eters for the entire model and applies the adjusted Ir to all model
parameters. In other words, it does not consider the difference
across layers in training. As clearly shown in Figure 3, however, the
gradient variance for the entire model cannot faithfully represent
that for each layer, which can cause the following limitations. For
layers with lower gradient variance than that of the entire model,
Ir is likely to be adjusted to be larger (than it should be). Symmet-
rically, for layers with higher gradient variance than that of the
entire model, Ir is likely to be adjusted to be smaller (than it should
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Figure 4: The potential of layer-wise adaptive Ir scaling for
improving the model quality in large-batch training.

be) Such limitations of the existing Ir scaling method can adversely
affect the model quality and become an obstacle to further scaling
large-batch training.

Therefore, to address these limitations, we propose a novel layer-
wise adaptive Ir scaling that considers the difference across layers
in training. The proposed Ir scaling computes the gradient variance
of each layer individually and adjusts Ir for each layer based on the
computed gradient variance of every layer at every iteration. Thus,
each layer has it own Ir at every iteration. Inspired by [20, 40], we
define the gradient variance of layer k at iteration t as

—1 1,0
Lyrt gl I

- (4)
NGz, 1)1

grad_var ) =

where gé? k)

i at iteration ¢, and g, ) is the average of all local gradients for
layer k at iteration ¢. Then, given the base learning rate 9, which
is a user-defined hyperparameter, we adjust the learning rate for
the parameters of layer k at iteration ¢ by grad_var; ) € [1,n],

is the local gradient for layer k computed by worker

N(t,k) = grad_var( k) - no- ©)

Thus, for each layer, the larger gradient variance is (i.e., grad_var )
closes to n), the learning rate is adjusted to be larger (i.e., closing
to linear scaling), but the smaller gradient variance is, the learning
rate is adjusted to be smaller.

Now, let us demonstrate the potential of our layer-wise Ir scaling.
We apply the layer-wise Ir scaling to randomly select 50% and 100%
of layers, train ResNet-18 with very large batch sizes (8k and 16k) on
CIFAR-10 using two versions, and compare their model accuracies
with the accuracy of the baseline (i.e., AdaScale). Figure 4 shows
the results where the x-axis represents the training epoch and the
y-axis represents the model accuracy. As clearly demonstrated in
Figure 4, the more layers our layer-wise Ir scaling idea is applied to,
the higher the model accuracy becomes. This result indicates that
our layer-wise Ir scaling successfully addresses the limitations of
the existing Ir scaling method and has a potential for improving the
model quality in large-batch training. From this result, we obtain
the two important lessons: (1) considering the training differences
across layers is a critical factor for improving the model quality in
large-batch training and (2) the existing Ir scaling methods ignore
the subtle but important difference across layers in training, thus
suffering from the degradation of the model quality.
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3.2 Layer-Wise State-Aware Warm-Up

As we observed in Section 3.1, the state of the training is not uniform
across layers, each of which is a building block of a DNN model
with its own role. Thus, it implies that the training speed also can
vary across layers. From this understanding, we posit that in large-
batch training, the optimal endpoint of the warm-up may differ across
layers. The warm-up technique [12, 42] starts from a small Ir in the
early stage of training where a model tends to change rapidly, and
gradually increases Ir until the model becomes stable. However,
since the training speed can differ across layers, the point at which
each layer becomes stable can be also different across layers (i.e.,
the different endpoint of the warm-up). For example, the layers
with fast training speeds do not need a long period of warm-up,
while the layers with slow training speeds would benefit from a
longer period of warm-up.

Despite the different training speeds across layers, however, the
existing warm-up method does not consider such a difference and
simply applies the same warm-up period to all parameters in a DNN
model [12, 42]. That is, the endpoint of warm-up is uniform across
the entire model, possibly leading to the following defects. For
the layers with fast training speeds (i.e., layers with high gradient
variance), the warm-up is likely to be applied unnecessarily long,
delaying the model convergence. On the other hand, for the layers
with slow training speeds (i.e., layers with low gradient variance),
the warm-up is likely to end too early, adversely affecting the model
quality. In addition, the endpoint of warm-up is often a user-defined
hyperparameter, requiring much trial-and-error tuning to find a
proper point.

In order to address these limitations, therefore, we propose a
layer-wise state-aware warm-up that tracks the state of the training
for each layer individually and determines its endpoint of the warm-
up automatically. Figure 5 illustrates how our idea could adaptably
change the warm-up across layers. In the training with our warm-
up, for the layers with fast training speeds, the warm-up ends early
since their training states quickly become stable. That is, for the
layers that are unlikely to degrade the model quality, the warm-up
period ends quickly (e.g., L1 in Figure 5). On the other hand, for layers
with slow training speeds, the warm-up is applied sufficiently long
since their training states become stable slowly (e.g., L3 in Figure 5).
That is, layers likely to adversely affect the model quality are trained
with a small learning rate for many iterations, which helps improve
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the model quality. As a result, our layer-wise state-aware warm-up
improves the model quality in large-batch training by precisely
tracking the training state of each layer and determining the proper
endpoint of warm-up.

In our warm-up, to determine the proper endpoint of the warm-
up for each layer, it is important to accurately estimate the training
state of each layer. To this end, we define the state of the training for
layer k at iteration t as the accumulation of the gradient variance
of the layer,

-1
St k) = Zgrad_var(t’k) 6)
i=0

To estimate the current state of the training for layers, we use
the cumulative gradient variance instead of the gradient variance at
a particular iteration since the gradient variance at each iteration
provides the information only for the data sampled at a particular
iteration and tends to fluctuate as illustrated in Figure 3. On the
other hand, the cumulative gradient variance provides the informa-
tion for all data that have been trained since the beginning of the
training. Then, given the threshold for determining the endpoint
of the warm-up 0 and the training state of layer k, S k), LENA
adjusts the learning rate, 1, k), for the parameters of layer k at
iteration t as follows:

St k)

Nt,k) 5 ifS(t’k) <0,

™

N(t, k) otherwise.

In our layer-wise state-aware warm-up, the training state of each
layer S(; k) increases at a different rate until it reaches to the thresh-
old 0, depending on its gradient variance (i.e., grad_var i) €
[1, n]). Thus, the warm-up for each layer ends at a different point
and the endpoint of the warm-up for every layer is automatically
determined with a single threshold 8. We set 6 = T - a, where Tj is
the number of iterations in the case of single-worker training and
a is a user-defined hyperparameter. We will empirically evaluate
the impact of @ on the model quality in Section 4.2.

3.3 Algorithm & Performance Consideration

Let us describe the process of large-batch training with LENA and
several performance consideration of LENA. Algorithm 1 shows
the whole training process of LENA. At iteration ¢, for n parallel
workers in a distributed cluster, each worker samples a batch of
training data b from data X and computes the local gradient based
on the data (lines 3-6). Then, the gradients computed by n workers
are averaged (line 7). Note that to efficiently aggregate the gradients
of multiple workers, we use the distributed communication package
of PyTorch!. Next, for each layer j, the gradient variance of the
layer is computed by Eq. 4 (lines 8-10). Before updating the model,
the learning rate for each layer is adjusted by LENA’s learning rate
function. For each layer j, LENA adjusts its learning rate by the
gradient variance of the layer and updates the training state (i.e.,
cumulative gradient variance) of the layer (lines 17-18). Then, it
determines whether applying warm-up or not based on the training
state S, j) (lines 19-21). After all learning rates for all layers are
adjusted, it returns the set of the adjusted learning rates, ;. Finally,

!https://pytorch.org/docs/stable/distributed.html
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Algorithm 1 Large-batch training with LENA

1: Function LargeBatchSGD_LENA(wy, X, f, n, k, 1o, 0):
2 fort=0,1,... do

3: fori=0,...,n—1do

4 b « sample_batch(X)

# in n parallel workers

i 1
5 g = T Sep VS (wr, %)
6: end for
. = 1yn (D)

7: gt < 4 Zi=1 9y

8: forj=0,...,k—1do # Computing gradient variance
L2 g, I

9 rad_var(, ; — 2= —L)_

graaoare. 5.1

10: end for

11: Nt < LENA_Ir(grad_var,t,k, no, 0)

12: Wil <= W =Nt O Gr

13: end for

14: return w;

15: Function LENA_Ir(grad_var,t, k, o, 0):

16: forj=0,....,k—1do # Layer-wise Ir scaling

17: N(,j) < gradfvar(,’j) 1o

18: S(t,j) < S(1,j) + grad_var( j)

19: if S;, j) < 0 then  # State-aware warm-up
S, -

20: e.j) < eg) %

21: end if

22: end for

23: return n;

the model is updated by applying the averaged gradient g; with n;,
where ‘©’ means the layer-wise product (line 12).

In order to adjust the learning rate of the parameters for each
layer more reliably, we keep tracking the moving averages may,
and may of the numerator and the denominator in Eq. 4 as rec-
ommended in [20, 22, 29]. Also, to prevent the division-by-zero
problem, we add a small constant € to the numerator and the de-
nominator, respectively. Then, we estimate the gradient variance
of layer k at iteration t as

man + €

®)

grad_var ;) = W.

Finally, we conduct the complexity analysis for LENA. In general,
the overhead of large-batch training with data parallelism is divided
into two parts: (1) computation overhead and (2) communication
overhead. In the computation part, forward/backward passes and
update operations are performed. In the communication part, the
computed gradients of workers are aggregated via network com-
munication. Here, the computation overhead depends on the size
of the model and input data, approximately O(m - b) where m is the
size of the model and b is the batch size. Similarly, the communica-
tion overhead depends on the size of the model and the number of
workers, approximately O(m - n) where n is the number of workers.
Note that these overheads are common to every Ir scaling method.
Then, we focus on the overhead required in the process of Ir scaling.

In the fixed scaling methods (e.g., linear scaling), there is little ad-
ditional overhead since they simply multiply Ir by a constant value.
In gradient variance-based methods (e.g., AdaScale), to compute the
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gradient variance for the entire model, additionally, the square sum
of the local gradient should be computed across workers (i.e., O(m)
per worker), and aggregated via network communication (i.e., O(n)).
Lastly, in LENA, the following additional overheads are expected:
(1) the overhead required for obtaining the numerator in Eq. 4-i.e.,
computing the square sums of the local gradients across workers
(O(m) per worker) and aggregating them via communication (O(n)),
and (2) tracking the training state of each layer (i.e., Eq. 6) for the
layer-wise state-aware warm-up (O(k) per worker, where k is the
number of layers in a DNN model). Despite the additional overhead
of LENA, however, it does not significantly affect the training perfor-
mance since it is usually much smaller than the common overhead
of large-batch training, (i.e., O(m)+0(n)+0(k) < O(m-b)+O(m-n)).
We empirically observed that the training performance of LENA is
about 5% less than that of the fixed scaling method, and 1% less than
that of the gradient variance-based method. However, when we
consider the benefits of LENA such that LENA achieves the target
accuracy (i.e., the accuracy of single-worker training) with a much
fewer iterations than existing Ir scaling methods, we argue that
the small additional overhead of LENA be not a critical issue. We
will demonstrate the effectiveness of LENA in terms of the training
time in Section 4.2.

4 EXPERIMENTAL VALIDATION

We evaluate LENA by answering the following evaluation questions:

e EQ1. Does LENA improve the model quality in large-batch
training better than existing Ir scaling methods?

o EQ2. How effective are the layer-wise strategies of LENA in
improving the model quality in large-batch training?

e EQ3. How sensitive is the model quality of LENA to the
hyperparameter a?

4.1 Set-Up

Datasets and models. We evaluate LENA with two widely used
CNN models, ResNet-18 with 11 M parameters and ResNet-50 with
23 M parameters [13]. As the training datasets, we use CIFAR-10
and CIFAR-100 [26]. CIFAR-10 and CIFAR-100 consist of 50K images
with 10 labels and 100 labels for training, respectively. For both
datasets, we randomly select 45K images as training samples and
the remaining 5K images as validation samples to evaluate the
model quality.

System configuration. We use PyTorch 1.9.0 to implement all
methods including LENA on Ubuntu 18.04 OS. We run our experi-
ments on the cluster with four machines, each of which has two
NVIDIA RTX 2080 Ti GPUs installed with CUDA 10.2 and cuDNN
8.2.4, and an Intel i7-9700k CPU with 64 GB memory. All machines
are inter-connected by 10Gbps Ethernet.

Learning rate scaling methods. We compare LENA with two
state-of-the-art Ir scaling methods, LSW [12] and AdaScale (AS) [20]
and a baseline method of single-worker training (with an ideal
accuracy). LSW is a method to use the linear Ir scaling with fixed
warm-up. For LSW, we set the warm-up period as the first 5.5% of
training epochs as recommended in [12]. AS adaptively adjusts the
learning rate based on the gradient variance for the entire model
without warm-up [20]. For AS, we set a moving average rate for
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reliable Ir scaling as max(1—n/1000, 0), as recommended in [20]. For
LENA, we empirically found the best value for the hyperparameter
a and set « as 5% for all experiments. The experimental results about
the impact of hyperparameter a on the model quality in large-batch
training are included in Section 4.2. Finally, we use single-worker
training (i.e., no scaling without warm-up) as a baseline.

Hyperparameter setting. We set per-worker batch size b as 128
for both ResNet-18 and ResNet-50 to fully utilize the GPU memory.
We evaluate LENA with many large batch sizes B (1024, 20483, ..., and
at most 16384). In our cluster, however, the maximum total batch
size is 1024 since there are 8 workers (n = 8). To evaluate LENA
with larger batch sizes than 1024 (i.e., n > 16, B > 2048), therefore,
we implement large-batch training as follows. Given a period each
worker computes its local gradient iteratively without updating the
model. At the end of the period, each local gradient (i.e., g(i . k)) is

used for computing Eq. 4. We note that the training result of this
implementation is theoretically the same as the original result. We
use momentum SGD and set momentum as 0.9, weight decay factor
as 0.0005, and the base learning rate 79 as 0.1 for both datasets. We
apply the exponential learning rate decaying scheduler with the
decaying factor d = 0.01.

Metrics. The goal of this work is to train a model with the qual-
ity, as good as the quality of single-worker training, with fewer
iterations (i.e., less time). Thus, we compare the model accuracy
of each method with that of single-worker training (i.e., target
accuracy) when training the same amount of training data. We
also compare the required iterations and time of each method to
achieve the target accuracy. Via preliminary experiments using
single-worker training, we set the target accuracy as 95% for the
training of ResNet-18 on CIFAR-10 (100 epochs) and 94% for the
training of ResNet-50 on CIFAR-100 (150 epochs).

4.2 Experimental Results

EQ1. Model quality. First, we evaluate the quality of the model
trained with each Ir scaling method. We train ResNet-18 on CIFAR-
10 (200 epochs) and ResNet-50 on CIFAR-100 (300 epochs) with
five different batch sizes, and measure top-1 accuracy at 100’ h
epoch for CIFAR-10 and 150th epoch for CIFAR-100. Table 1 and
Figure 6 show the results. The results demonstrate that for all batch
sizes, LENA achieves (1) the highest accuracy when training the
same amount of training data, (2) the target accuracy within the
fewest iterations across five different batch sizes (up to 45.2% fewer
iterations and 44.7% shorter time than the existing state-of-the-art
gradient variance-based method (AS)), and (3) the target accuracy
for the training with very large-batch sizes (e.g., 8.19k and 16.4k)
that surpass the limits of existing Ir scaling methods.

In addition, in terms of training time, LENA outperforms existing
Ir scaling methods only except for the training on CIFAR-10 with
the batch size 1024 (This size is small enough for all Ir scaling
methods to perform well). This is because, despite the additional
overhead of LENA, LENA achieves the target accuracy within much
fewer iterations than other Ir scaling methods. This result indicates
that the additional overhead of LENA to consider the difference
across layers in training is worthwhile in improving both the model
quality and the training performance.
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Table 1: Comparison of the model accuracy and the required epochs/iterations/time to achieve the target accuracy for various
batch sizes n (The bold font indicates the best results, and the italicized results represent the results even “better" than the

single-worker training).

Dataset 0 Batch size H Valid. Acc. Epochs Iterations Time (sec.)
H LSW AS LENA | LSW AS LENA | LSW AS LENA | LSW AS LENA
8 1.02k 0.9494 0.9424 0.9488 | 104 109 104 458k 4.80k 4.58k | 579 625 636
16 2.05k 0.9444 0.9296 0.9498 | 109 117 102 2.40k 257k 2.24k | 582 628 566
CIFAR-10 32 4.10k 0.9186 0.9104 0.9514 | 124 126 98 1.36k 1.39%k 1.07k | 636 650 515
64 8.19k 0.8224 0.7980 0.9446 | 183 195 107 1.01k 1.07k 588 923 987 546
128 16.4k 0.3084 0.6856 0.9058 | N/A N/A 128 N/A N/A 352 N/A N/A 645
8 1.02k 0.9410 0.9406 0.9454 | 152 151 141 6.69k 6.64k 6.20k | 1737 1794 1692
16 2.05k 0.9352 0.9094 0.9478 | 145 171 133 3.19k 3.76k 2.92k | 1534 1831 1477
CIFAR-100 32 4.10k 0.9334 0.8856 0.9434 | 167 183 141 1.83k 2.01k 1.55k | 1704 1941 1510
64 8.19k 0.8428 0.1664 0.9450 | 183 N/A 141 1.00k N/A 775 1823 N/A 1475
128 16.4k 0.1650 0.0914 0.9352 | N/A N/A 174 N/A N/A 478 N/A N/A 1779
—— B =128 (baseline) —— B = 1k(x8) —— B = 2k(Xx16) B = 4k(x32) —— B = 8k(x64) —— B = 16k(%x128)
............ 95
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Figure 6: Top-1 accuracies of each Ir scaling method for various batch sizes B. LENA always achieves the target accuracy within
the fewest iterations. The dotted lines in figures indicate the target accuracies of the single-worker case.

EQ2. Effectiveness of layer-wise strategies. In this experiment,
we verify the effectiveness of the layer-wise Ir scaling and state-
aware warm-up of LENA on the model quality. We compare all
combinations for Ir scaling methods (LSW, AS, and LENA) and
warm-up methods (no warm-up, fixed warm-up, and our warm-
up). Table 2 shows the results. When the same warm-up method is
applied to each Ir scaling method, LENA can achieve the highest
accuracy compared to other Ir scaling methods (only except for
n = 8). In particular, LENA improves the model quality by 12.4%
without warm-up, 7.23% with the fixed warm-up, and 5.61% with our
warm-up on average compared to AS, where these improvements
in the model quality indicate the effectiveness of the layer-wise Ir
scaling of LENA in large-batch training. Next, for each Ir scaling
method, let us evaluate the effect of each warm-up method on
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the model quality. Our state-aware warm-up improves the model
quality more than the fixed warm-up, especially in the training with
16k of batch size. This result implies that the significant degradation
of the model quality can occur unless addressing the issue that the
model fluctuates steeply in the early stage of large-batch training,
and our layer-wise state-aware warm-up successfully addresses
the issue by tracking the training state for each individual layer.
For more in-depth analysis of our layer-wise state-ware warm-up,
we measure the warm-up endpoint of each layer. Figure 7 shows
the results, where the x-axis represents the training epoch and the
y-axis represents the number of layers ending its warm-up at the
epoch. As clearly shown in Figure 7, the warm-up endpoint differs
across layers and the warm-up is applied to each layer for a longer
period as the batch size increases. This result indicates that the
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Table 2: Comparison of effects of warm-up methods on the model accuracy. Our layer-wise state-aware warm-up significantly
improves the model quality of Ir scaling methods (The italicized warm-up indicates the default warm-up of each Ir scaling).

Li Scali LS AdaScale (AS LENA
Dataset n Batch size H inear Scaling (LS) aScale (AS)
H No Fixed Ours ‘ No Fixed Ours ‘ No Fixed Ours
8 1.02k 0.9340  0.9494 0.9462 0.9424  0.9478 0.9438 0.9482  0.9466  0.9488
16 2.05k 0.9326 0.9444 0.9448 0.9296 0.9436 0.9486 0.9456 0.9484 0.9498
CIFAR-10 32 4.10k 0.8952 0.9186 0.9364 0.9104 0.9434 0.9480 0.9472 0.9488 0.9514
64 8.19k 0.8414 0.8224 0.8836 | 0.7980 0.9024 0.9376 | 0.9340 0.9444  0.9446
128 16.4k 0.1594 0.3084 0.6364 0.6856 0.7274 0.8946 0.8378 0.8854 0.9058
8 1.02k 0.9300 0.9410 0.9450 0.9406 0.9478 0.9446 0.9398 0.9454 0.9454
16 2.05k 0.9218 0.9352 0.9446 0.9094 0.9434 0.9438 0.9442 0.9456 0.9478
CIFAR-100 32 4.10k 0.9198 0.9334 0.9352 0.8856 0.9358 0.9384 0.9378 0.9410 0.9434
64 8.19k 0.8578 0.8428 0.8932 0.1664 0.8560 0.9016 0.6210 0.9390 0.9450
128 16.4k 0.1482 0.1650 0.2842 0.0914 0.0681 0.4548 0.4442 0.4946 0.9352
—— B=1k — B=2k B=4k —— B=8k —— B=16k Table 3: The impact of hyperparameter « on the model qual-
W 10 W 30 ity of LENA in the training with different batch sizes.
o 8 ]
= iy
= 5 10 n B H Warm-up threshold a
H* H*
0 0 | 1% 3% 5% 7% 9%
50 100 150 200 50 100150200 250300
Tining bocis T o o 8 1k [[0.9488 09418 09448 0.9514 09492
; 16 2k || 0.9420 0.9454 0.9498 0.9432 0.9413
(a) CIFAR-10 (b) CIFAR-100 < 32 4k || 09428 09508 0.9514 0.9504 0.9490
Figure 7: Different warm-up endpoints of layers in large- O 64 8k |10.9432 09438 0.9446 0.9436 0.9434
batch training with LENA. 128 16k || 0.8412 0.8932 0.9058 0.8928 0.8892
point at which each layer becomes stable (i.e., the optimal endpoint) = 8 li 0.9448 ~0.9458 =~ 0.9454  0.9444 ~0.9456
differs and such differences across layers should be considered for ; 162 0.9380 0.9358 0.9478 0.9468 = 0.9446
. . . . . . < 32 4k |/ 0.9410 0.9426 0.9434 0.9412 0.9392
improving the model quality, as we claimed in Section 3.2. =
. ) ) 64 8k || 0.9402 0.9430 0.9450 0.9416 0.9396
EQ3. Hyperparameter sensitivity. Finally, we evaluate the hy- 128 16k || 06802 09336 0.9352 09290 0.9266

perparameter sensitivity of LENA and provide the best value for the
hyperparameter o, improving the model quality most in large-batch
training. As explained in Section 3.2, hyperparameter « determines
the threshold 6 for the layer-wise state-aware warm-up. As a be-
comes larger, the longer the warm-up is applied to layers. We com-
pare the model quality of LENA with varying o = 1%, 3%, 5%, 7%, 9%
in the training with five different batch sizes. Table 3 shows the
results. LENA achieves high quality of the model with a wide range
of & and batch sizes (except for the very short period of the warm-
up and very large batch size together, « = 1% and B = 16k). Based
on these results, we conclude that the model quality of LENA is in-
sensitive to «, and recommend to set « as 5%. As a result, LENA not
only improve the model quality much better than existing Ir scaling
methods, but also rarely requires much trial-and-error tuning to
find a best value for the hyperparameter.

5 CONCLUSION

In this work, we observed that the state of the training tends to
vary across layers in a DNN model training, and identified the
cause of the degradation in the model quality in existing Ir scaling
methods - i.e., overlooking the difference across layers in train-
ing. Based on this observation, we proposed a novel Ir scaling
approach toward large-scale DNN training, named as LENA, that
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successfully addresses the issue with two layer-wise strategies: (1)
a layer-wise adaptive learning rate scaling and (2) a layer-wise
state-aware warm-up. Through the comprehensive evaluation with
variations of batch sizes, we demonstrated that LENA achieves the
target accuracy (i.e., the accuracy of single-worker training) with
the fewest iterations across different batch sizes, and for training
very large-batch sizes that surpass the limits of all state-of-the-art
methods. We also verified that each of our layer-wise strategies
significantly improves the model quality in large-batch training. In
future work, we plan to evaluate LENA with larger sizes of models
and data, and in different machine learning tasks such as speech
recognition and machine translation.
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