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Fake News

▪ A news article created intentionally with false information

▪ Social confusion caused by COVID-19 related fake news

Figure 1. Social confusion caused by fake news articles.
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Fake News Detection 

▪ Content-based detection

• Using the difference between linguistic characteristics in the content of true news and 

fake news

• Examples: semantic, writing style, syntactic, frequency of words, … 

• Limitations

▪ Easy to manipulate by publishers

▪ Easy to imitate true news very closely 

▪ Dependent on the language with which the article is written
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Fake News Detection 

▪ Social context-based detection 

• Using the information from users who consume news on social media and various user 

engagement information

• Examples: user profile, user relationship network, and user behavior information (like, 

retweet, share), … 

• Diffusion-based detection

▪ To detect fake news by analyzing the difference in diffusion patterns of news on social media

▪ Advantages

◦Not easy to manipulate by publishers

◦ Independent of the language with which the news is written
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Motivation 

▪ The deficiency of the diffusion information about COVID-19 related news articles 

• Challenges

▪ Lack of social media diffusion information

▪ Diffusion feature extraction for detection of COVID-19 related fake news 

▪ Lack of comparisons with existing models
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Proposed Framework (D-FEDN)
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(C1) Diffusion data collection

▪ To collect news data and diffusion information on social media

• Collecting true and fake news data related to COVID-19

• Collecting diffusion information of news on social media 

Social MediaNews
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(C1) Diffusion data collection

▪ To collect diffusion information based on the CoAID

• CoAID (Covid-19 heAlthcare mIsinformation Dataset)*

▪ Collected news information related to COVID-19 and some social-context information

▪ Classified news into true news and fake news

▪ Consisted of a total of 3,921 news and 150,002 initial tweets

• CoAID+ Collection

▪ To collect additional information about diffusion (retweet) 

through Twitter API based on CoAID

* Limeng et al. 2020. Coaid: Covid-19 healthcare misinformation dataset. arXiv preprint arXiv:2006.00885. 

Table 2. Descriptive statistics of CoAID+
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(C2) Feature extraction

▪ To extract features by analyzing the diffusion patterns of news

• Comparative analysis of the diffusion patterns of true and fake news

• Effective feature extraction for fake news detection

▪ Analysis features

• Structural features

▪ Analysis of structural patterns of connections between nodes

▪ Examples: maximum depth, number of nodes, … 

• Temporal features

▪ Analysis of temporal patterns of connections between nodes

▪ Examples: time difference between the first tweet and the last retweets, … 
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(C2) Feature extraction

▪ Structural features

(S1) Maximum depth

(S2) Number of nodes

(S3) Maximum width at a certain hop

(S4) Average distance of all node pairs

(S5) Maximum out-degree

(S6) Number of tweets that first posted the news article

(S7) Depth from the news article to the influential posting

(S8) Number of tweets with retweets

(S9) Fraction of tweets with retweets
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(C2) Feature extraction

▪ Temporal features

(T1) Average time difference between the adjacent retweet nodes

(T2) Time difference between the first tweet and the last retweets

(T3) Time difference between the first tweet and the tweet with maximum out-degree

(T4) Time difference between the tweet and its last retweet

(T5) Average time difference between the adjacent retweets in the deepest path

(T6) Time difference between the first and last ‘tweets’ posting the news article

(T7) Average time among tweets posting the news article

(T8) Time difference between the first tweet and its first retweet

(T9) Average time difference between tweets and their first retweet
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(C2) Feature extraction

▪ Preliminary analysis of the structural and temporal features on diffusion

• Results

▪ Fake news spreads farther over more users than real news

▪ Fake news spreads faster and has a shorter life span (T2)

Table 3. The extracted structural and temporal features of news articles in CoAID+
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(C3) Model training

▪ To learn classification models by using the features extracted in (C2)

▪ Classification models

• Decision tree (DT)

• Random forest (RF)

• Support vector machine (SVM)

• Deep neural network (DNN)
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(C3) Model training

▪ Class imbalance problem 

• The problem of the unbalanced class proportions

• Over-fitting for a specific class

▪ CoAID+ has an unbalanced ratio of true news and fake news 

• True news : fake news = 93 : 7

Class A

Class B
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(C3) Model training

▪ Solution 

• To adjust the proportions of classes evenly

▪ In our case, we adjust the proportions of true and fake news through over-sampling

• SMOTE (Synthetic Minority Oversampling Technique)

▪ Synthetic data is generated by considering the distance between neighbors of minor class data

Original Data SMOTE
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(C4) Inference

▪ To identify fake news by the trained model (C3)

True 

or 

Fake?𝑓𝑠 𝑓𝑡

Embedding

Trained

Models
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Experimental Setup

▪ Data set: CoAID+

• Consists of 3,921 news and 198,817 tweets.

▪ Validation

• Leave-One-Out Cross Validation (LOOCV)

▪ Accuracy metrics

•

•

•

•
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Evaluation Questions

▪ EQ1. How accurately does D-FEND detect fake news articles?

▪ EQ2. Which type of features (structural/temporal) is more effective in fake news 

detection?

▪ EQ3. How sensitive are the accuracies of SVM and DNN models in D-FEND to their 

hyperparameters?
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EQ1. Model Accuracy

▪ Comparison of fake news detection accuracy related to COVID-19

• More than 86% accuracy in all models

• In particular, the DNN model shows the highest accuracy of about 90%

• Structural and temporal diffusion features are effective in detecting fake news 

related to COVID-19
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EQ2. Effectiveness of Features

▪ Comparison of fake news detection effect of structural and temporal features

• D-FEND+S: using only 9 structural features

• D-FEND+T: using only 9 temporal features

• D-FEND: using all 18 structural and temporal features

• The structural and temporal features are effective in detecting fake news

• The Structural and temporal features are complementary to each other
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EQ3. Hyperparameter Sensitivity

▪ Accuracy comparison for hyperparameters of SVM and DNN models

• DNN models are relatively insensitive to hyperparameters

• All DNN models show 89% or better accuracy
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Conclusions

▪ To construct a new diffusion dataset, named CoAID+, and providing CoAID+ publicly 

to vitalize the study on diffusion based fake news detection

▪ To propose a comprehensive framework for effectively detecting fake news related 

to COVID-19, named D-FEND based on the diffusion information of news articles

▪ To validate the effectiveness of D-FEND in fake news detection, successfully 

detecting fake news articles with 88.89% accuracy on average
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Thank you


