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ABSTRACT
A graph, consisting of vertices and edges, has been widely adopted
for network analysis. Recently, with the increasing size of real-
world networks, many graph engines have been studied to effi-
ciently process large-scale real-world graphs. RealGraph, one of
the state-of-the-art single-machine-based graph engines, efficiently
processes storage-to-memory I/Os by considering unique character-
istics of real-world graphs. Via an in-depth analysis of RealGraph,
however, we found that there is still a chance for more performance
improvement in the computation part of RealGraph despite its
great I/O processing ability. Motivated by this, in this paper, we
propose RealGraphGPU, a GPU-based single-machine graph engine.
We design the core components required for GPU-based graph pro-
cessing and incorporate them into the architecture of RealGraph.
Further, we propose two optimizations that successfully address the
technical issues that could cause the performance degradation in
the GPU-based graph engine: buffer pre-checking and edge-based
workload allocation strategies. Through extensive evaluation with
6 real-world datasets, we demonstrate that (1) RealGraphGPU im-
proves RealGraph by up to 546%, (2) RealGraphGPU outperforms
existing state-of-the-art graph engines dramatically, and (3) the
optimizations are all effective in large-scale graph processing.
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1 INTRODUCTION
In real-world networks, there are many types of objects, which
have complex relationships with each other [30, 32]. By analyzing
such a network, we can obtain useful information and knowledge
to leverage them in various downstream tasks such as community
detection, link prediction, and recommendation [7, 10, 22, 28]. Re-
cently, with the increasing size of real-world networks (e.g., social
networks), graph engines for efficiently analyzing large-scale real-
world networks have been widely studied [6, 8, 15, 18, 19, 29, 33, 35].
In single-machine-based graph engines [6, 8, 15, 33, 35], they store an
entire graph exceeding the main memory (MM) capacity in external
storage (e.g., HDD and SSD) and load parts of the graph (i.e., vertices
and their related edges) into MM only when they are required for
processing. In this way, they successfully process large-scale graphs
on a single machine, while showing great performance comparable
to or even better than distributed-system-based graph engines, with
limited computing resources. Although the single-machine-based
approach is not able to process extremely large graphs exceeding
the capacity of external storage, it is very useful in practice because
not only most real-world graphs fit in external storage but also it
does not require expensive infrastructure.

The authors of RealGraph [8], the state-of-the-art single-machine-
based graph engine, identified the unique characteristics of real-
world graphs, and proposed a novel 4-layer architecture and op-
timizations to reflect those characteristics. Thanks to its inherent
architecture and optimizations, RealGraph efficiently addresses
storage-to-MM I/Os, the main challenge of single-machine-based
graph engines, thereby improving significantly the graph process-
ing performance compared to existing graph engines [6, 15, 24, 33,
35]. For an in-depth analysis, we performed four popular graph
algorithms having different patterns on Twitter and Yahoo datasets
with RealGraph and measured the computation and I/O overheads.
Figure 1 shows the ratio of computation and I/O overheads of Re-
alGraph. Clearly, the I/O overhead is always much lower than the
computation overhead across all graph algorithms. This indicates
that RealGraph successfully handles storage-to-MM I/Os occurred
inevitably by a limited memory size on a single machine.
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Figure 1: The ratio of computation (red) and I/O (blue) over-
heads of RealGraph [8] on two real-world datasets.

Under this circumstance, in this work, we aim to further improve
the performance of RealGraph. To this end, we look into common
characteristics of graph algorithms closely. Most graph algorithms
consist of repeated independent operations for vertices and edges [12,
25, 26]. In the case of PageRank [21], each vertex sends its PageRank
score to its out-neighbors and aggregates the scores received from
its in-neighbors at every iteration. Here, the operation for each
vertex is independent of those for other vertices. This naturally
indicates that the operations of graph algorithms can be parallelized.
Meanwhile, a GPU is a computational accelerator composed of
hundreds/thousands of cores specially designed for fast parallel
computing [11, 20, 27]. Thus, a GPU is a much more-suitable device
than a CPU in processing large-scale graphs due to its strong parallel
computing power. Since RealGraph is a CPU-based engine, despite
its great I/O capability, there is still a chance for more improvement
in the computation part (as shown in Figure 1).

Thismotivates us to proposeRealGraphGPU, a GPU-based single-
machine graph engine. To this end, we design new components re-
quired for efficient GPU-based graph processing, incorporate them
into the architecture of RealGraph, and construct a novel 5-layer
architecture (Section 3.1). Based on the architecture, RealGraphGPU
loads only the necessary parts of a graph into the GPU device mem-
ory (DM) and processes them in parallel by a number of GPU cores.
Further, we identify technical issues that can cause significant per-
formance degradation in GPU-based graph processing and propose
two novel optimization strategies for addressing them effectively:
(1) the buffer pre-checking to reduce the amount of unnecessary
I/Os, and (2) the edge-based workload allocation to distribute work-
loads to GPU threads evenly. As a result, RealGraphGPU can process
large-scale graphs very efficiently by leveraging strong parallel-
computing power of a GPU, while maintaining the efficient I/O
processing power which is the original strength of RealGraph.

We validate the superiority of our RealGraphGPU in comparison
with six state-of-the-art graph engines, includingRealGraph, by per-
forming extensive experiments with four popular graph algorithms
on six real-world graphs. The experimental results demonstrate
that (1) RealGraphGPU improves the performance of RealGraph
significantly by up to 546%; (2) RealGraphGPU outperforms all the
state-of-the-art graph engines dramatically by up to 70 times; (3)
our optimization strategies employed in RealGraphGPU are all ben-
eficial to large-scale graph processing.
2 RELATEDWORKS
Single-machine-based approach. Single-machine-based graph
engines [3, 6, 8, 15, 24, 35] focus on efficiently handling storage-to-
MM I/Os, the main challenge of the single-machine-based approach.
GraphChi [15] and X-Stream [24] improve the I/O processing per-
formance by exploiting the sequential access to data in storage,
rather than random access. TurboGraph [6], GridGraph [35], and
FlashGraph [33] aim to reduce unnecessary storage-to-MM I/Os
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Figure 2: Architecture of RealGraphGPU.

and utilize the parallel I/O processing ability of SSD. RealGraph [8],
the state-of-the-art graph engine, analyzes the characteristics of
real-world graphs and the operation patterns of graph algorithms,
thereby achieving high performance in storage-to-MM I/Os.
Distributed-system-based approach.Many distributed-system-
based graph engines have been widely studied as well [2, 18, 19,
23, 29, 34]. The graph engines belonging to this approach split and
distribute the entire graph over multiple nodes in a distributed
system, and process them in parallel. In this way, this approach
is able to process extremely large graphs that the single-machine-
based approach fails to process. However, the distributed-system-
based approach requires not only inter-node communication, which
is very time-consuming, but also costly infrastructure to support
the inter-node communication [1, 5, 13, 17, 34].
Relation to our work. Most existing graph engines focus mainly
on improving the performance of I/O processing, while little atten-
tion has been paid to improving the computation performance. Our
work aims at improving the computation performance in graph
processing by leveraging the strong parallel computing power of
a GPU on a single machine, while maintaining the efficient I/O
processing power of the original RealGraph.

3 PROPOSED METHOD: REALGRAPHGPU

3.1 Architecture and Algorithm
3.1.1 Architecture. RealGraph [8] proposes a novel 4-layer archi-
tecture (i.e., storage, buffer, object, and CPU thread management
layers), where each layer closely interacts with the other layers
to process storage-to-MM I/Os efficiently. Toward extending Real-
Graph to a GPU-based graph engine, in this work, we (1) design a
new layer (GPU thread management layer) to manage GPU threads
and device memory (DM), and (2) refine the original buffer and CPU
thread management layer to support efficient GPU-based graph
processing. Figure 2 illustrates the 5-layer architecture and the pro-
cessing flow of RealGraphGPU. The description of each layer is as
follows.
• Storagemanagement layer:This layermanages the data stored
in storage, where data is stored in fixed-size blocks and processed
in a block-based manner. Each block includes multiple objects,
each of which stores a vertex and its related edges.
• Buffermanagement layer: This layer is in charge of the blocks
that are loaded in the CPU and GPU buffers (i.e., the blocks in
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MMandDM). It manages the CPU and GPU buffers for physically
storing blocks in MM and DM, and the CPU/GPU-buffer tables
for indexing the loaded blocks.
• Objectmanagement layer:This layermanages the information
about which objects are included in each block. In the object
index table, the 𝑖𝑡ℎ column represents the indices of the objects in
the 𝑖𝑡ℎ block, where each object is indexedwith its corresponding
vertex ID. To reduce the main memory consumption, we only
store the first and last objects’ indices (i.e., the two vertex IDs)
after sorting the objects in ascending order.
• CPU thread management layer: This layer manages CPU
threads and attribute/indicator vectors in MM. CPU threads are
in charge of the MM-to-DM data transfer (i.e., sending/receiving
the data to/from GPU DM). The attribute vectors store the result
(e.g., PageRank scores) from the current/next iterations and the
indicator vectors store the information about which vertices to
be processed in the current/next iteration.
• GPU thread management layer: This layer manages GPU
threads and attribute/indicator vectors in DM. GPU threads per-
form the actual operations of a graph algorithm (e.g., PageRank)
based on the attribute/indicator vectors. The attribute/indicator
vectors play the same roles as in the CPU management layer.
After the operations are completed, the results are transferred
back to the CPU thread management layer.

3.1.2 Algorithm. Since the GPU DM is limited, RealGraphGPU
loads only necessary parts of a graph into DM and processes them
in parallel by using GPU threads, based on the 5-layer architecture.
Algorithm 1 shows the entire process of RealGraphGPU, where 𝐵𝑖
indicates the 𝑖𝑡ℎ block in the external storage, 𝑇obj does the object
index table, 𝑇cpu/𝑇gpu do the CPU/GPU-buffer tables, 𝑓 (·) does the
function of a given graph algorithm, and 𝑎in/out and 𝑑cnt/next do
the attribute and indicator vectors, respectively. At each iteration,
RealGraphGPU loads the block (𝐵𝑖 ) having the vertices and their
related edges to be processed into the GPU buffer and runs the op-
erations of a given graph algorithm (𝑓 (·)) (lines 3-7 in Algorithm 1).

Algorithm 1 Graph processing of RealGraphGPU

1: Function RealGraphGPU(𝐵,𝑇obj, 𝑓 ):
2: 𝑎in, 𝑎out, 𝑑cnt, 𝑑next ← 0, 𝑇cpu,𝑇gpu ← ∅
3: for 𝑡 = 0, 1, . . . do
4: 𝐵𝑖 ← get_next_block(𝐵,𝑇obj,𝑇gpu,𝑇cpu, 𝑑cnt)
5: 𝑎out, 𝑑next ← 𝑓 (𝐵𝑖 , 𝑎in, 𝑑cnt) # run a graph operation
6: 𝑎in ← 𝑎out, 𝑑cnt ← 𝑑next
7: end for
8: return 𝑎out

9: Function get_next_block(𝐵,𝑇obj,𝑇gpu,𝑇cpu, 𝑑cnt):
10: 𝑖 ← get_object_index(𝑇obj, 𝑑cnt)
11: if 𝐵𝑖 ∉ 𝑇gpu then # buffer pre-checking
12: if 𝐵𝑖 ∉ 𝑇cpu then # Storage-to-MM-to-DM
13: 𝑇gpu ← {𝐵𝑖 } ∪𝑇gpu,𝑇cpu ← {𝐵𝑖 } ∪𝑇cpu
14: else # MM-to-DM
15: 𝑇gpu ← {𝐵𝑖 } ∪𝑇gpu
16: end if
17: end if
18: return 𝐵𝑖
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Figure 3: The power-low degree distribution (left) and the
different degrees across vertices and blocks (right).

3.2 Performance Optimizations
3.2.1 Buffer pre-checking. The operations of a graph algorithm are
repeated for vertices (or edges). In general, the vertex processed in
the previous iteration and its neighbors tend to be processed again
in the next iteration [9]. If a graph engine does not take into account
which vertices and edges were processed in the previous iteration,
it tries to transfer the data to the GPU buffer at every iteration
because it is unaware of which vertices and edges are currently
in the GPU buffer. That is, even though the vertices needed in the
current iteration are already loaded in the CPU/GPU buffers, the
block storing these vertices should be transferred unnecessarily,
which may cause serious performance degradation.

To address this issue, we define the CPU/GPU-buffer tables man-
aging the indices of the blocks loaded in the CPU/GPU buffer, and
propose a simple yet effective strategy to reduce the unnecessary
MM-to-DM and storage-to-MM I/Os (buffer pre-checking). Func-
tion get_next_block(·) in Algorithm 1 describes the block loading
process of RealGraphGPU with the buffer pre-checking strategy.
RealGraphGPU checks the GPU/CPU-buffer tables at the begin-
ning of each iteration, for deciding whether to request data to the
CPU thread/storage management layers (lines 11-17). Additionally,
we implement the MM-to-DM data transfer using asynchronous
streams supported by the GPU [4], thereby hiding the overhead of
the MM-to-DM data transfer under the GPU processing overhead.
3.2.2 Edge-based workload allocation. In general, real-world graphs
tend to follow a power-law degree distribution, which means that a
majority of vertices have a small number of edgeswhile a small num-
ber of vertices have a huge number of edges [14, 16]. Figure 3 clearly
shows that a real-world graph follows the power-law degree distri-
bution (left) and the degrees of vertices are quite different across
blocks (right). This implies that the amount of required operations is
also quite different across vertices in real-world graphs. The vertex-
based workload allocation that many graph engines [6, 15, 24, 33]
have adopted, however, distributes workloads into multiple threads
in a vertex-based manner, without taking into account this unique
characteristic of real-world graphs. As a result, a few threads in
charge of the vertices with a huge number of edges could be over-
loaded, thus degrading the entire performance significantly for
large-scale real-world graph processing.

From this observation, we propose an edge-based workload
allocation strategy that aims to distribute the workloads into GPU
threads evenly. RealGraphGPU with the edge-based workload allo-
cation distributes workloads into GPU threads in an edge-based
manner (rather than the vertex-based one) and run the same graph
operation on multiple GPU threads in parallel (line 5). Through our
edge-based workload allocation, RealGraphGPU is able to balance
well the workloads over GPU threads regardless of the vertices
having a large number of edges. Note that the edge-based strategy
is always superior to the vertex-based one in balancing workloads
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Figure 4: Comparison of RealGraph and RealGraphGPU in the graph processing performance for various graph algorithms.

across GPU threads, except for the extreme case where all vertices
have the exactly same number of edges. We empirically verify the
effectiveness of the above two optimization strategies in Section 4.
4 EVALUATION
In this section, we evaluate RealGraphGPU with real-world datasets
by answering the following evaluation questions (EQs):
• EQ1: How much does RealGraphGPU improve RealGraph in
terms of the performance of graph processing?
• EQ2: Does RealGraphGPU provide the performance better than
the existing state-of-the-art graph engines?
• EQ3: Are the optimization strategies effective in improving the
performance of RealGraphGPU?

Experimental setup.We run our experiments on a single machine
equipped with an Intel i7-8700K CPU with 128GB main memory
(MM), 250GB M.2 NVMe SSD, and Titan XP GPU with 12GB device
memory (DM) using PCIe Gen3 interface. We set the number of
CPU threads and GPU streams as 8 and 32, respectively, and limit
MM and DM as 16GB and 8GB respectively, to rigorously evalu-
ate RealGraphGPU in a limited MM and DM environment. We set
the size of each block to 1MB, same as [8]. We use six real-world
datasets [8] (Table 1) and four popular graph algorithms – breadth-
first search (BFS) [25], PageRank (PR) [21], weakly connected com-
ponent (WCC) [26], and random walk and restart (RWR) [31].

Table 1: Statistics of real-world datasets.
Datasets Wiki UK Twitter SK Friend Yahoo

# of Nodes 12M 39M 61M 50M 68M 1,4B
# of Edges 370M 930M 1.4B 1.9B 2.5B 6.6B

Size 5.7GB 16GB 24GB 32GB 44GB 114GB

EQs1-2. Performance of RealGraphGPU. In this experiment, we
compare RealGraphGPU with RealGraph [8] and five existing graph
engines – GraphChi [15], X-Stream [24], TurboGraph [6], Grid-
Graph [35], and FlashGraph [33]. We run the four graph algorithms
on six real-world graphs by using each graph engine, and measure
the running time. First, Figure 4 shows that RealGraphGPU always
outperforms RealGraph across all graph algorithms and all datasets
(especially, by up to 546% gain). This result verifies that the pro-
posed architecture and optimization strategies of RealGraphGPU
are quite effective in extending RealGraph toward a GPU-based
graph engine. Second, Figure 5 shows that RealGraphGPU provides
the performance much better than the existing graph engines (by up
to ×69 better than TurboGraph), where "O.O.M" and "O.O.T" denote
the out-of-memory and out-of-time indicating the case exceeding 24
hours, respectively. Thus, RealGraphGPU efficiently processes even
the huge graphs that existing graph engines fail to process. As a re-
sult, we validate that our RealGraphGPU successfully leverages the
strong parallel-computing power of a GPU, while maintaining the
efficient I/O processing power, the original strength of RealGraph.

RealGraphGPU TurboGraph GridGraph
FlashGraph GraphChi X-Stream
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Figure 5: Comparison with existing graph engines.
EQ3. Ablation study. In this experiment, we verify the effects of
our optimization strategies.We compare the following four versions
of RealGraphGPU: (1) RG-no is the version without any optimiza-
tions; (2) RG-Bcheck is the one with the buffer pre-checking; (3)
RG-Ealloc is the one with the edge-based workload allocation; (4)
RG-All is the one with all of the two strategies. We run BFS and
WCC by using each of the four versions and measure the running
time. Figure 6 shows the results, where the relative time of 1 in
the 𝑌 -axis represents the baseline performance (RG-no). The re-
sults show that each of the proposed strategies improves the naive
version of RealGraphGPU (RG-no) and RG-All provides the best
performance in all cases (by up to 960% compared to RG-no). This
implies that both of the proposed strategies are effective in address-
ing the technical issues that we explained in Section 3.2.
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Figure 6: Effects of the proposed optimization strategies.

5 CONCLUSIONS
In this paper, we proposed a novel GPU-based single-machine graph
engine, RealGraphGPU, to process large-scale real-world graphs ef-
ficiently. Also, we identified two technical issues that could cause
significant performance degradation and proposed novel optimiza-
tion strategies for addressing them: the buffer pre-checking and
the edge-based workload allocation. Via comprehensive evaluation
with six real-world datasets, we showed that RealGraphGPU out-
performs RealGraph and existing state-of-the-art graph engines
dramatically, and all of our optimization strategies are quite effec-
tive in improving the performance of large-scale graph processing.
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